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PURPOSE OF WORKSHOP

• To raise awareness of, and explore, ethical considerations (challenges, 
opportunities - both intended and unintended) that arise in the 
development and application of digital technologies. 

• To explore principles already in existence to counteract techno-
determinism

• To examine our own awareness of these ethical issues and how to 
address as a designer   



Haigh Moor Colliery



The Harsh Reality



The Faces of Coal 
Mining in 1911

The Face of Coal 
Mining Today



Choice and the Techno-Bureaucratic Imperative

There has arisen in organizational studies a theory and 
practice that has disestablished the technological 
imperative from its long reign of unchallenged rule 
which has created the technocratic bureaucracies that 
still remain the predominant organizational form in 
advanced industrial societies.

Eric Trist, 1973



Digital Technology will Either Be …

Liberating
• Give people and life the potential to 

flourish as never before
• Positively augment and extend human 

capabilities … facilitating horizontal 
coordination while reducing 
transaction costs to virtually zero

• Enable C&C v2 for how we coordinate 
human endeavors … 

• CONNECT & COLLABORATE

Constraining
• Diminish life and human dignity
• Digital Taylorism and an insidious 

extension of bureaucratic design 
principles … pervasive use of cameras, 
facial recognition, wearables/ 
implantables … “Big Brother” 
monitoring of all our movements

• Reinforce C&C v1 for how we 
coordinate human endeavors…

• COMMAND & CONTROL





Use Case … Wikipedia
It’s hard to grasp just how important Wikipedia has become for the world, and how vulnerable. It is 
the fifth most visited website, serving more than 15 billion pageviews per month. It includes nearly 50 
million articles, written in almost 300 languages—only 13% in English. It boggles the mind that all of 
this is created by human volunteers.

The human authorship of Wikipedia is its strength. The deliberative process of the editors ensures 
that Wikipedia remains robust and tends toward consensus. Just visit Twitter to see what a non-
deliberative information platform looks like where bots roam free.

But with human hands come human limitations. As it becomes more and more essential to the world, 
biased and missing information on Wikipedia will have serious impacts. The human editors of the 
most important source of public information can be supported by machine learning. Algorithms are 
already used to detect vandalism and identify underpopulated articles. But the machines can do 
much more. They can track and summarize information missing from Wikipedia articles. They can 
even identify articles that are missing altogether, and generate the first draft.

To solve the recall problem of human-generated knowledge bases, we need to 
superpower the humans.



Use Case … 
Workers in 
Exoskeleton 
Robotic Suits



Making Sense of Artificial Intelligence

WHY                                        

WHAT

AI is going to be a 
seismic shift in business 
– and it’s expected to 
create a $15.7 trillion 
economic 
impact globally by 2030.

http://www.visualcapitalist.com/economic-impact-artificial-intelligence-ai/


The ultimate goal is the 

provision of a single 

experience for 

customers through one 

interface – a seamless 

end-to-end journey to 

the desired customer 

outcome.

Intelligent FS Company
Predicting what’s next for the customer 

seamlessly 

Immersive FS Company
Providing frictionless consistent customer 

experiences

Traditional FS Company 
Bank provides multiple channels for trusted 

interactions with clients

Intelligent automation

API economy

Natural interaction BOTs

Predictive decisions

Personal finance manager Robo-advisory

CRM

Social

Cloud

eCommerceAnalytics

New branches and ATMs

Real-time marketing
Mobility

Payments

Deposits

Credits
Insurances

Where is the Financial Services 

ecosystem going?

















https://www.youtube.com/watch?v=maC2D4KZTyE

https://www.youtube.com/watch?v=maC2D4KZTyE


Not with a Bang, but …
One Convenience at a Time

Smartphones insinuated themselves into our lives. Now, think about the iPhone. Ten years 
ago, smartphones barely existed. Five years ago, they were mediocre phones, maybe good 
music players with short battery lives and not much else because the Wi-Fi was so bad 
everywhere you couldn’t do much with them. Today, everybody uses them to do everything. 
No one made that decision. No one said, “OK, now we’re going to let iPhones change our 
lives, disrupt our dinner conversations, and change the way we conduct business meetings.” 
It happened one convenience, one cost saving at a time, and it changed our societies.

That, to me, is how future globalization will occur: one convenience at a time, 
one job at a time—not being replaced in every variety of office. Nobody will ever 
decide to have a job apocalypse in which we replace all the service-sector 
workers or all the doctors or all the lawyers. But it’s already happening in media. It’s 
happening in law. It’s happening at the low end of medicine. And I think we’re getting close 
to the holy-cow moment.

Richard Baldwin, Graduate Institute of International & Development Studies and Centre for Economic Policy Research

https://review.chicagobooth.edu/experts/richard-baldwin


… isn’t always best for our well-being.

• Snapchat turns conversations into 
streaks, redefining how our children 
measure friendship.

• Instagram glorifies the picture-perfect 
life, eroding our self-worth.

• Facebook segregates us into echo 
chambers, fragmenting our 
communities.

• YouTube auto plays the next 
video within seconds, even if it eats 
into our sleep.

These are NOT neutral products. They are 
part of a system designed to addict us.

How They Capture Our Attention … 



Why and How Things Are Different Now  

Artificially Intelligent
No other media drew on massive supercomputers to predict what it could show to perfectly keep you scrolling, swiping 
or sharing.

24/7 Influence
No other media steered two billion people’s thoughts 24/7 – checking 150 times per day – from the moment we wake 
up until we fall asleep.

Social Control
No other media redefined the terms of our social lives: self-esteem, when we believe we are missing out, 
and the perception that others agree with us.

Personalized
No other media used a precise, personalized profile of everything we've said, shared, clicked, and watched 
to influence our behavior at this scale.



Choices, Choices, Choices

From To

End-users being disengaged bystanders Individuals negotiating with companies on 
equal terms

Opacity Transparency

Unawareness Agency

No control over how data is used Ownership and profit sharing when data is 
used

Lack of awareness of the underlying 
values

Global agreement on the values that 
should enshrined



Digital Technology will Either Be …

Liberating
• Giv people and life the potential to 

flourish as never before
• Positively augment and extend human 

capabilities … facilitating horizontal 
coordination while reducing 
transaction costs to virtually zero

• Enable C&C v2 for how we coordinate 
human endeavors … 

• CONNECT & COLLABORATE

Constraining
• Diminish life and human dignity
• Digital Taylorism and an insidious 

extension of bureaucratic design 
principles … pervasive use of cameras, 
facial recognition, wearables/ 
implantables … “Big Brother” 
monitoring of all our movements

• Reinforce C&C v1 for how we 
coordinate human endeavors…

• COMMAND & CONTROL



Moving from ‘Can We’ to ‘Should We’

Technologists, business people and organization designers need to ask 
key user-centered questions before launching new business models, new products or 
new ways of organizing. 

They must understand technology’s impact on their context by asking themselves …

• Will this technology result in overall good?

• What might be some unintended consequences of this technology?

• What are the social and ethical impacts of the technology?

• Will this technology augment human intellect, disrupt it, or substitute for it?

• How could this technology be used negatively against users?

Humanizing Tech May Be the New Competitive Advantage, MIT Frontiers Blog, July 10, 2018





Ethics Morals
What are they? The rules of conduct recognized in respect to a 

particular class of human actions or a particular group 

or culture.

Principles or habits with respect to right or wrong 

conduct. While morals also prescribe dos and don'ts, 

morality is ultimately a personal compass of right and 

wrong.

Where do they come 

from?

Social system - External Individual - Internal

Why we do it? Because society says it is the right thing to do. Because we believe in something being right or 

wrong.

Flexibility Ethics are dependent on others for definition. They 

tend to be consistent within a certain context, but can 

vary between contexts.

Usually consistent, although can change if an 

individual’s beliefs change.

The "Gray" A person strictly following Ethical Principles may not 

have any Morals at all. Likewise, one could violate 

Ethical Principles within a given system of rules in 

order to maintain Moral integrity.

A Moral Person although perhaps bound by a higher 

covenant, may choose to follow a code of ethics as it 

would apply to a system. "Make it fit"

Origin Greek word "ethos" meaning “character" Latin word "mos" meaning "custom"

Acceptability Ethics are governed by professional and legal 

guidelines within a particular time and place

Morality transcends cultural norms



Defining Moment for AI Ethics is … NOW!

The decisions we make now are going to sit at the 
core of our models for years and continue to 
evolve, continue grow and continue to learn. So we 
need to set them on a firm ethical foundation so 
that as they grow through the years they'll 
continue to reflect our values.

Darin Stewart, VP Gartner Research



STS First Principles

Profound
respect for

people

Wholeness
& integrity

Self-
regulation
& mutual

adaptation

Reciprocal, 
mutually
beneficial
relations

Human 
Dignity



Google’s Believes that AI Should … 

• Be socially beneficial.

• Avoid creating or reinforcing unfair bias.

• Be built and tested for safety.

• Be accountable to people.

• Incorporate privacy design principles.

• Uphold high standards of scientific excellence.

• Be made available for uses that accord with 
these principles. 



AI Applications Google Will Not Pursue

• Technologies that cause or are likely to cause overall 
harm. Where there is a material risk of harm, we will proceed 
only where we believe that the benefits substantially outweigh 
the risks, and will incorporate appropriate safety constraints.

• Weapons or other technologies whose principal purpose or 
implementation is to cause or directly facilitate injury to 
people.

• Technologies that gather or use information for surveillance 
violating internationally accepted norms.

• Technologies whose purpose contravenes widely accepted 
principles of international law and human rights.





Artificial intelligence has vast 
potential, and its responsible 
implementation is up to us.



Small Group Deliberation – 25 min

• In your small group discuss …

What are the ethical principles that you believe we 
as organization designers need to incorporate in our 
work in order to challenge techno-determinism and 
the Digital Coalface?

• Identify your top 3-5 ethical principles

•Prepare to share with the total group



Group Reports

• 3 minutes per group 

• Each group listens to other groups for similarities and tick 
those on your flipchart which match what you heard from 
other groups

• Whole group to reflect on “common ground”





In the Future ….

Will we will look back at today as a turning point 
towards humane design … when we moved away 
from technology that extracts attention and 
erodes society, towards technology that protects 
our minds and replenishes society?


